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Abstract: This paper proposes a system that allows recognizing a person’s emotional state
starting from audio signal registrations. Identifying the gender and emotion of a speaker from
speech has a variety of applications ranging from speech analytics to personalizing human-
machine interactions. While gender identification in previous works has explored the use of the
statistical properties of the speaker’s pitch features, in this paper, we explore the impact of using
acoustic features on identifying gender. In addition to gender we will also predict the emotion of
speaker using the same acoustic values. We present a novel approach that models acoustic
properties in the interest of identifying the speaker’s gender and emotion with as little speech
as possible. In this project we will investigate two datasets containing voice samples of over
3000 people for gender and over 1000 voice samples for emotions. Finally, we present various
models for gender and emotion detection using the programming language R.

Keywords: Human-computer intelligent interaction, gender recognition, emotion recognition, acoustic
properties, support vector machine.

I. Introduction

Recently there has been a growing interest to improve human-computer interaction. It is well-
known that, to achieve effective Human-Computer Intelligent Interaction (HCII), computers
should be able to interact naturally with the users, i.e. the mentioned interaction should mimic
human-human interactions. HCII is becoming really relevant in applications such as smart home,
smart office and virtual reality, and it may acquire importance in all aspects of future people life.
A peculiar and very important developing area concerns the remote monitoring of elderly or ill
people. Indeed, due to the increasing aged population, HCIl systems able to help live
independently are regarded as useful tools. Despite the significant advances aimed at supporting
elderly citizens, many issues have to be addressed in order to help aged ill people to live
independently. In this context recognizing people emotional state and giving a suitable feedback
may play a crucial role. As a consequence, emotion recognition represents a hot research area in
both industry and academic field. There is much research in this area and there have been some
successful products [1]. Determining a person’s gender as male or female, based upon a
sample of their voice seems to initially be an easy task. Often, the human ear can easily
detect the difference between a male or female voice within the first few spoken words.
However, designing a computer program to do this turns out to be a bit trickier. This paper
describes the design of a computer program to model acoustic analysis of voices and speech
for determining gender and emotion. The model is constructed using more than 3,000 recorded
samples of male and female voices, speech, and utterances plus over 1000 recorded
samples for different emotions. The samples are processed using acoustic analysis and then
applied to an artificial intelligence/machine learning algorithm to learn gender-specific traits.
The resulting program achieves 89% accuracy on the test set.
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EXISTING SYSTEMS (Problems)

People can identify gender and emotions of other people easily just by listening to their voice
but training a computer program to this is a difficult task. Building a computer program to
identify gender and emotion can be used in various technologies for making great user
experiences. \oice recognition can be used in artificial intelligent systems. In general
identification of a speaker gender is important for increasingly natural and personalized dialogue
systems.

RELATED WORK

Voice

Voice (or vocalisation) is the sound produced by humans and other vertebrates using the lungs
and the vocal folds in the larynx, or voice box. Voice is not always produced as speech, however.
Your voice is as unique as your fingerprint. It helps define your personality, mood, and health.

R Programming Language [3]

R is a language and environment for statistical computing and graphics. It is a GNU project
which is similar to the S language and environment which was developed at Bell Laboratories
(formerly AT&T, now Lucent Technologies) by John Chambers and colleagues. R can be
considered as a different implementation of S. There are some important differences, but much
code written for S runs unaltered under R. R is available as Free Software under the terms of the
Free Software Foundation’s GNU General Public License in source code form. It compiles and
runs on a wide variety of UNIX platforms and similar systems (including FreeBSD and Linux),
Windows and Mac OS

R provides a wide variety of statistical (linear and nonlinear modeling, classical statistical
tests, time-series analysis, classification, clustering, ...) and graphical techniques, and is highly
extensible. The S language is often the vehicle of choice for research in statistical methodology,
and R provides an Open Source route to participation in that activity.

Shiny

Shiny is an open source R package that provides an elegant and powerful web framework for
building web applications using R. Shiny helps you turn your analyses into interactive web
applications without requiring HTML, CSS, or JavaScript knowledge.

CSV (Comma Separated Value)

In computing, comma-separated values (CSV) file stores tabular data (numbers and text) in plain
text. Each line of the file is a data record. Each record consists of one or more fields, separated
by commas. The use of the comma as a field separator is the source of the name for this file
format.

TuneR

Analyze music and speech, extract features like MFCCs, handle wave files and their
representation in various ways, read mp3, read midi, perform steps of a transcription, ... Also
contains functions ported from the ‘rastamat’ 'Matlab' package.

Seewave

Functions for analyzing, manipulating, displaying, editing and synthesizing time waves
(particularly sound). This package processes time analysis (oscillograms and envelopes),
spectral content, resonance quality factor, entropy, cross correlation and autocorrelation, zero-
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crossing, dominant frequency, analytic signal, frequency coherence, 2D and 3D spectrograms
and many other analyses.

R Random Forest Algorithm[6]In the random forest approach, a large number of decision
trees are created. Every observation is fed into every decision tree. The most common outcome
for each observation is used as the final output. A new observation is fed into all the trees and
taking a majority vote for each classification model.

Random Forest pseu docode:
Randomly select “k” features from total “m” features.

Where k<<m
Among the “k” features, calculate the node “d” using the best split point.
Split the node into daughter nodes using the best split.
Repeat 1 to 3 steps until “1” number of nodes has been reached.
Build forest by repeating steps 1 to 4 for “n” number times to create “n” number of
trees.
The beginning of random forest algorithm starts with randomly selecting “k” features out of
total “m” features. In this, you can observe that we are randomly taking features and
observations.
In the next stage, we are using the randomly selected “k” features to find the root node by using
the best split approach. The next stage, we will be calculating the daughter nodes using the same
best split approach. Will the first 3 stages until we form the tree with a root node and having the
target as the leaf node.
Finally, we repeat 1 to 4 stages to create “n” randomly created trees. This randomly created trees
forms the random forest. The R package "random Forest™ is used to create random forests.

kw0 EPE

CART Model

When utilizing an algorithm such as logistic regression, it can be difficult to determine which
exact properties indicate a target gender of male or female. We could guess that it likely one of
the statistically significant features, but ultimately this decision breakdown is masked within the
model. To gain an understanding of a trained model, we can apply a classification and regression
tree model (CART) to our dataset to determine how these properties might correspond to a
gender classification of male or female.

Building a CART Model of VVoice Acoustics

When utilizing an algorithm such as logistic regression, it can be difficult to determine which
exact properties indicate a target gender of male or female. We could guess that it likely one of
the statistically significant features, but ultimately this decision breakdown is masked within the
model. To gain an understanding of a trained model, we can apply a classification and regression
tree model (CART) to our dataset to determine how these properties might correspond to a
gender classification of male or female.
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Fig:1 Classifications and Regression Decision Tree (CART) Model

Classification Decision Tree Algorithm

In a classification problem, we have a training sample of n observations on a class variable Y
that takes values 1, 2, ..., k, and p predictor variables, X1,..., Xp. Our goal is to find a model for
predicting the values of Y from new X values In theory, the solution is simply a partition of the
X space into k disjoint sets, Al, A2,..., Ak, such that the predicted value of Y is j if X belongs to
Aj, for j =1, 2,..., kX takes ordered values, the set S is an interval of the form (—o, c].
Otherwise, S is a subset of the values taken by X. The process is applied recursively on the data
in each child node. Splitting stops if the relative decrease in impurity is below a prespecified
threshold. Algorithm 1 gives the pseudo code for the basic steps.

Algorithm 1 Pseudo code for tree construction

1. Start at the root node.

2. For each X, find the set S that minimizes the sum of the node impurities in the two child nodes
and choose the split {Xx* € Sx} that gives the minimum overall X and S.

3. If a stopping criterion is reached, exit. Otherwise, apply step 2 to each child node in turn.

SVM Model

Our next model is a support vector machine, tuned with the best values for cost and gamma. To
determine the best fit for an SVM model, the model was initially run with default parameters. A
plot of the SVM error rate is then printed, with the darkest shades of blue indicating the best (ie.
lowest) error rates. This is the best place to choose a cost and gamma value. You can fine-tune
the SVM by narrowing in on the darkest blue range and performing further tuning. This
essentially focuses in on the section, yielding a finer value for cost and gamma, and thus, a lower
error rate and higher accuracy. The following performance images show how this progresses.
Fig:2 Performance of SVM
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Gender and Emotion Recognition Diagram
All these recognizers are trained in the same manner as the basic emotion recognition system,
only the input data or class definition (emotions vs. gender) changes. For the training of the
gender-specific emotion systems, only those utterances of the training set that were classified to
the respective gender by the gender detection system were used. In the following, the combined
gender and emotion detection system will be compared to an emotion recognition system without
gender information and to one with information about the correct gender.
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Fig:3 Gender and Emotion Prediction System using in data flow diagram

A Voice emotion recognition system consists of three principal parts, as shown in figure 3: signal
processing, feature calculation and classification. Signal processing involves digitalization and
potentially acoustic preprocessing like filtering, as well as segmenting the input signal into
meaningful units. Feature calculation is concerned with identifying relevant features of the
acoustic signal with respect to emotions. Classification, lastly, maps feature vectors onto emotion
classes through learning by examples. Voice is converted into .wav file. Voice should be small in
size

This paper involves following two functionalities

1. Gender Recognition

2. Emotion Recognition

1. GENDER RECOGNITION

This feature will take input a voice sample from user and analyze it to predict the gender of the
user. This feature will train from a dataset of over 3000 voice samples which is made by
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extracting acoustic properties of sample through seewave package in R and storing in a CSV file.
Following are the various steps of implementation of this functionality.

1.1 Recording Voice Samples

In this phase, over 3000 voice samples are collected from users either by recording them or by
downloading them from internet and storing them separately for male and female voices in
folders- Male and Female.

1.2 Extracting Acoustic Properties

In this phase various acoustic properties are extracted from all the voice samples in one go and
storing the values in a CSV file.

Acoustic properties measured-

Duration: length of signal

Meanfreq: mean frequency (in kHz)

SD: standard deviation of frequency

Median: median frequency (in kHz)

Centroid: frequency centroid (see specprop)

Peakf: peak frequency (frequency with highest energy)

Meanfun: average of fundamental frequency measured across acoustic signal

Minfun: minimum fundamental frequency measured across acoustic signal

Maxfun: maximum fundamental frequency measured across acoustic signal

Meandom: average of dominant frequency measured across acoustic signal

Mindom: minimum of dominant frequency measured across acoustic signal

Maxdom: maximum of dominant frequency measured across acoustic signal

Dfrange: range of dominant frequency measured across acoustic signal

Q25: first quantile (in kHz)

Q75: third quantile (in kHz)

IQR: interquantile range (in kHz)

skew: skewness (see note in specprop description)

1.4 Creating CSV files

meanfre sd median Q25 Q75 QR  skew kut  spent sfm  mode centroid meanfu minfun maxfun meando mindom maxdo dfrange modind label
m

& n m X

0.05978 0.06424 0.03202 0.01507 0.09019 0.07512 12.86346 274.402% 0.89336 0.49191 0 0.05978 0.08427 0.01570 0.27586 0.007812 0.007812 0.007812 0 0 male

0984959 1267703 6913372 1488645 3439865 1951219 9416700 7766397 0984959 9106440 1668302 2068965

8081 1359 582 9209 4331 5122 807 811 8081 32 2511 517

0.06600 0.06731 0.04022 0.01941 0.09266 0.07325 2242328 634.6138 0.89219 0.51372 0 0.06600 0.10793 0.01582 0.25 0.00901 0.007812 0.054687. 0.046875 0.05263 male

8740387 0028795 8734810 3867047 6190135 2323087 3242265 3842537 8740387 6553670 5914935 4423076 1578947

512 2521 579 8914 8113 9199 734 073 572 454 7072 92308 3684

0.07731 0.08382 0.03671 0.00870 0.13190 0.12320 30.75715 1,024.927 0.84638 0.47890 0 007731 009870 0.01565 027118 0.00799 0.007812 0.015625 0.007812 0.04651 male

5502695 9420944 8458669 1056556 8017402 6960845 9091878 4979116 5502695 6261567 5577299 6440677 0056818 1627906

8227 5061 9814 86762 113 246 782 7 8227 3936 4129 966 18182 9767

0.15122 007211 0.15801 0.09658 0.20795 0.11137 1.232831 4.177296.0.96332 0.72723 0.08387 0.15122 0.08896 0.01779 0.25 020149 0.007812 0.5625 0.554687 0.24711 male

8091724 0587262 1187072 1727781 5251709 3523927 2461535 1798861 8185208 8091724 4848550 7552836 7395833 9078104

635 7985 716 2306 136 906 984 951 2039 635 4597 485 333 994

0.13512 007914 0.12465 0.07872 020604 0.12732 1.1011731 4.333713 0.97195 0.78356 0.104261 0.13512 0.10639 0.01693 0.26666 0.712812 0.007812 5.484375 5.476562 0.20827 male

0387206 6100493 6228727 0217835 4928522 4710687 5076212 8057553 0387296 7844620 1216931 6666666 3894436

677 5869 025 2621 805 543 905 87 677 363 2169 667 519

0.13278 0.07955 0.11908 0.06795 0.20959 0.14163 1.932562 8.308895 0.963181: 0.738307 0.11255 0.13278 0.11013 0.01711 0.25396 0.29822 0.007812 2.726562 2.71875 0.12515 male

6407306 6865972 9848308 7992998 1598599 3605600 5425904 6407306 1920122 2299465 8253968 1982758 9642401

188 9794 051 8331 767 933 317 188 721 2406 254 621 022
Figure 4 Gender CSV.
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1.3 Training with Models

In this phase we train the program on this data set using various models and predict
gender on a test set. VVarious models used are—

« Random Forest

» CART Model

« SVM Model

1.5 Shiny APP

In this phase we create web application using Shiny to take input voice sample from user and
showing the predicted value of gender using the above models

2. EMOTION RECOGNITION

This feature will take input a voice sample from user and analyse it to predict the emotion of the
user. This feature will train from a dataset of over 1000 voice samples which is made by
extracting acoustic properties of sample through seewave package in R and storing in a CSV file.
Following are the various steps of implementation of this functionality.

2.1 Recording Voice Samples-

In this phase, over 1000 voice samples are collected from users either by recording them or by
downloading them from internet and storing them separately for emotions -

1 Neutral. 2 engry.3 Sad.4 fear.

2.2 Extracting Acoustic Properties

In this phase various acoustic properties are extracted

from all the voice samples in one go and storing the values in a CSV file.

Acoustic Properties Measured—

*IQR: interquantile range (in kHz)

*skew: skewness (see note in specprop description)

ekurt: kurtosis (see note in specprop description)

esp.ent: spectral entropy

sfm: spectral flatness

*mode: mode frequency

«centroid: frequency centroid (see specprop)

speakf: peak frequency (frequency with highest energy)

*meanfun: average of fundamental frequency measured across acoustic signal

*minfun: minimum fundamental frequency measured across acoustic signal

meanfre sd median Q25 Q7s IOR skew kurt spent sim mode  centroid meanfu minfun maxfun meando mindom maxdo dfrange modind label
q n m m x

Q18738 004608 0.12933 015337 0.20508 00170 5.743882 4330470 0.776211. 027287 0.19983 0.18738 0.18804 003522 0.26536 1.458654 0 1037118 1037118 012811 neutral
3370055 5344577 3110867 7928421 3612040 5685618 3522821 3110067 3870066 4345373 2551928 9565217 3026819

/4 4883 833 405 134 7291 25 8s3 21 421 T84 m 23

017411 005520 0.190328 018549 0.19824 001274 5743627 4327521 078680 030491 0.1898%0 0.17411 0.17566 002478 0.256985 1.948315 0.190734 8773781 8583045 007228 neutral
2385700 4473242 45054928 1758241 7252747 5505242 0S81770 2385700 5340434 5788802 oos2ss2

a0 5174 505 758 2528 <] 47 ans 886 ws 5826

015281 0.04706 02042 013626 0.20306 000979 4.896720 28.83642 075107 02483 02058 0.19281 0.18247 003458 0.23032 1.974835 0.065762 2.036041 2000278 009933 neutra
7169909 5784482 6555660 6665666 99909939 5544565 8150314 7162908 4086648 0736543 0754716 7748344

523 7453 857 867 29358 &5 985 523 908 2083 961 IS

017237 005241 0.18650 0.18204 0.19144 000839 6.298212 49.00626 0.77232 0299858 0.18551 0.17237 0.15710 002608 0.24860 2041065 0.178813 9.107566 8928752 0.12817 neutral
8324415 0242045 1766784 485064 BTE3250 9293286 8871141 2367491 BB24415 3995890 3333333 6060606 0894526

843 5304 452 654 883 21906 m 66 843 483 3333 061 s

Q17916 005402 0.19282 018769 0.20153 001384 5.137214 3633489 078052 025155 019128 0.17916 0.17734 0.025431 0.24172 1.423762 0 2131408 2131408 0.13517 neutral
4510452 2061799 (512820 2307692 8461538 6153846 0216220 9858641 2051282 4510452 3943331 Pigr-1eg 8833610

418 3851 513 308 462 1538 a1 525 oSt 418 316 228 =4

017044 005090 0.18404 017880 0.18771 000891 7.95209C 79.84042 074339 027972 0.18352 0.17044 0.16432 002616 0.23032 1.855663 0.178813 9238596 S.059882 0.12825 neutral
8750021 S471005 4343820 1498127 5355805 3857677 0150407 381018 0S99250 8750021 B305653 7202572 0754716 8145383

3 6123 225 341 243 20263 3 614 < 3¢ 118 473 961 e

FIG5. Emotion CSV
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2.3 Creating CSV File

All the acoustic properties extracted for all voice samples are stored in a CSV file.

2.4 Training with Models

In this phase we train the program on this data set using various models and predict
gender on a test set.

Various models used are—

+ Random Forest

» CART Model

+ SVM Model

2.5 Shiny APP

In this phase we create web application using Shiny to take input voice sample from user and
showing the predicted value of gender using the above models

EXPERIMENTAL RESULTS
Shiny App Output 1 Shiny App Output 2

o ~Gengervoice - Shry -oER )
iz Opennseaar % sk | papiri2 Open in Srowser

Gender and Emotion Recognition System

Choose WAV File

sound.wav

Details
Gender: male, Emotion: sad
Model 1: male , Model 2: male , Model 3: male Details

Gender: female, Emotion: angry

Model 1: female , Model 2: female , Model 3: female

-——W

3 DO

The results show that with the employment of a features selection algorithm, a satisfying
recognition rate level can still be obtained also reducing the employed features and, as a con-
sequence, the number of operations required to identify the emotional contents. This
makes feasible future development of the proposed solution over mobile devices. The
obtained results underline that our system can be reliably used to identify a single emotion,
or emotion category, versus all the other possible ones.

CONCLUSION

The proposed system, able to recognize the emotional state of a person starting from audio
signals registrations, is com- posed of two functional blocks: Gender Recognition (GR) and
Emotion Recognition (ER). The former has been implemented by a Acoustic properties
Estimation method, the latter by two Support Vector Machine (SVM) classifiers (fed by properly
selected audio features), which exploit the GR subsystem output.

The performance analysis shows the accuracy obtained with the adopted emotion recognition
system in terms of recognition rate and the percentage of correctly recognized emotional
contents. The system provides facility to determine a person’s gender and emotion from their
voice sample provided in ‘.wav’ format. The system predicts the gender and emotion accurately
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for most cases. The system is provided with 3000+ voice samples divided as male, female
for gender recognition model building. It has an accuracy of 97%. Over 1000 voice samples are
provided for emotion recognition model building. It predicts between 4 emotions which are
neutral, angry, sad, fear. This makes feasible future development of the proposed solution over
mobile devices. The obtained results underline that our system can be reliably used to identify a
single emotion, or emotion category, versus all the other possible ones.
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