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Abstract: This paper proposes a system that allows recognizing a person‘s emotional state 

starting from audio signal registrations. Identifying the gender and emotion of a speaker from 

speech has a variety of applications ranging from speech analytics to personalizing human-

machine interactions.  While gender identification in previous works has explored the use of the 

statistical properties of the speaker‘s pitch features, in this paper, we explore the impact of using 

acoustic features on identifying gender. In addition to gender we will also predict the emotion of 

speaker using the same acoustic values. We present a novel approach that models acoustic 

properties in the interest of identifying the speaker‘s gender and emotion with as little speech 

as possible. In this project we will investigate two datasets containing voice samples of over 

3000 people for gender and over 1000 voice samples for emotions. Finally, we present various 

models for gender and emotion detection using the programming language R. 

Keywords: Human-computer intelligent interaction, gender recognition, emotion recognition, acoustic 

properties, support vector machine. 

 
 

I. Introduction 
Recently there has been a growing interest to improve human-computer interaction. It is well-

known that, to achieve effective Human-Computer Intelligent Interaction (HCII), computers 

should be able to interact naturally with the users, i.e. the mentioned interaction should mimic 

human-human interactions. HCII is becoming really relevant in applications such as smart home, 

smart office and virtual reality, and it may acquire importance in all aspects of future people life. 

A peculiar and very important developing area concerns the remote monitoring of elderly or ill 

people. Indeed, due to the increasing aged population, HCII systems able to help live 

independently are regarded as useful tools. Despite the significant advances aimed at supporting 

elderly citizens, many issues have to be addressed in order to help aged ill people to live 

independently. In this context recognizing people emotional state and giving a suitable feedback 

may play a crucial role. As a consequence, emotion recognition represents a hot research area in 

both industry and academic field. There is much research in this area and there have been some 

successful products [1]. Determining a person‘s gender as male or female, based upon a 

sample of their voice seems to initially be an easy task. Often, the human ear can easily 

detect the difference between a male or female voice within the first few spoken words. 

However, designing a computer program to do this turns out to be a bit trickier. This paper 

describes the design of a computer program to model acoustic analysis of voices and speech 

for determining gender and emotion. The model is constructed using more than 3,000 recorded 

samples of male and female voices, speech, and utterances plus over 1000 recorded 

samples for different emotions. The samples are processed using acoustic analysis and then 

applied to an artificial intelligence/machine learning algorithm to learn gender-specific traits. 

The resulting program achieves 89% accuracy on the test set. 

mailto:surliyapoonam@gmail.com
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EXISTING SYSTEMS (Problems) 
People can identify gender and emotions of other people easily just by listening to their voice 

but training a computer program to this is a difficult task. Building a computer program to 

identify gender and emotion can be used in various technologies for making great user 

experiences. Voice recognition can be used in artificial intelligent systems. In general 

identification of a speaker gender is important for increasingly natural and personalized dialogue 

systems. 

 

RELATED WORK 

 

Voice 

Voice (or vocalisation) is the sound produced by humans and other vertebrates using the lungs 

and the vocal folds in the larynx, or voice box. Voice is not always produced as speech, however. 

Your voice is as unique as your fingerprint. It helps define your personality, mood, and health. 

 

R Programming Language [3] 

R is a language and environment for statistical computing and graphics. It is a GNU project 

which is similar to the S language and environment which was developed at Bell Laboratories 

(formerly AT&T, now Lucent Technologies) by John Chambers and colleagues. R can be 

considered as a different implementation of S. There are some important differences, but much 

code written for S runs unaltered under R. R is available as Free Software under the terms of the 

Free Software Foundation‘s GNU General Public License in source code form. It compiles and 

runs on a wide variety of UNIX platforms and similar systems (including FreeBSD and Linux), 

Windows and Mac OS 

R  provides  a  wide  variety  of  statistical  (linear  and  nonlinear  modeling,  classical statistical 

tests, time-series analysis, classification, clustering, …) and graphical techniques, and is highly 

extensible. The S language is often the vehicle of choice for research in statistical methodology, 

and R provides an Open Source route to participation in that activity.      

Shiny  
Shiny is an open source R package that provides an elegant and powerful web framework for 

building web applications using R. Shiny helps you turn your analyses into interactive web 

applications without requiring HTML, CSS, or JavaScript knowledge. 

CSV (Comma Separated Value) 

In computing, comma-separated values (CSV) file stores tabular data (numbers and text) in plain 

text. Each line of the file is a data record. Each record consists of one or more fields, separated 

by commas. The use of the comma as a field separator is the source of the name for this file 

format. 

TuneR  

Analyze music and speech, extract features like MFCCs, handle wave files and their 

representation in various ways, read mp3, read midi, perform steps of a transcription, ... Also 

contains functions ported from the 'rastamat' 'Matlab' package. 

Seewave  

Functions for analyzing, manipulating, displaying, editing and synthesizing time waves 

(particularly sound). This package processes time analysis (oscillograms and envelopes), 

spectral content, resonance quality factor, entropy, cross correlation and autocorrelation, zero- 
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crossing, dominant frequency, analytic signal, frequency coherence, 2D and 3D spectrograms 

and many other analyses. 

 

R Random Forest  Algorithm[6]In the random forest approach, a large number of decision 

trees are created. Every observation is fed into every decision tree. The most common outcome 

for each observation is used as the final output. A new observation is fed into all the trees and 

taking a majority vote for each classification model. 

 

Random Forest pseu docode: 

1. Randomly select “k” features from total “m” features. 

1. Where k << m 

2. Among the “k” features, calculate the node “d” using the best split point. 

3. Split the node into daughter nodes using the best split. 

4. Repeat 1 to 3 steps until ―l‖ number of nodes has been reached. 

5. Build forest by repeating steps 1 to 4 for ―n‖ number times to create “n” number of 

trees. 

The beginning of random forest algorithm starts with randomly selecting “k” features out of 

total “m” features. In this, you can observe that we are randomly taking features and 

observations. 

In the next stage, we are using the randomly selected “k” features to find the root node by using 

the best split approach. The next stage, we will be calculating the daughter nodes using the same 

best split approach. Will the first 3 stages until we form the tree with a root node and having the 

target as the leaf node. 

Finally, we repeat 1 to 4 stages to create “n” randomly created trees. This randomly created trees 

forms the random forest. The R package "random Forest" is used to create random forests. 

 

CART Model 

When utilizing an algorithm such as logistic regression, it can be difficult to determine which 

exact properties indicate a target gender of male or female. We could guess that it likely one of 

the statistically significant features, but ultimately this decision breakdown is masked within the 

model. To gain an understanding of a trained model, we can apply a classification and regression 

tree model (CART) to our dataset to determine how these properties might correspond to a 

gender classification of male or female.  

 

Building a CART Model of Voice Acoustics 

When utilizing an algorithm such as logistic regression, it can be difficult to determine which 

exact properties indicate a target gender of male or female. We could guess that it likely one of 

the statistically significant features, but ultimately this decision breakdown is masked within the 

model. To gain an understanding of a trained model, we can apply a classification and regression 

tree model (CART) to our dataset to determine how these properties might correspond to a 

gender classification of male or female. 

https://dataaspirant.com/2017/01/30/how-decision-tree-algorithm-works/
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Fig:1 Classifications and Regression Decision Tree (CART) Model 

Classification Decision Tree Algorithm 

In a classification problem, we have a training sample of n observations on a class variable Y 

that takes values 1, 2, ... , k, and p predictor variables, X1,..., Xp. Our goal is to find a model for 

predicting the values of Y from new X values In theory, the solution is simply a partition of the 

X space into k disjoint sets, A1, A2,..., Ak, such that the predicted value of Y is j if X belongs to 

Aj , for j = 1, 2,..., k.X takes ordered values, the set S is an interval of the form (−∞, c]. 

Otherwise, S is a subset of the values taken by X. The process is applied recursively on the data 

in each child node. Splitting stops if the relative decrease in impurity is below a prespecified 

threshold. Algorithm 1 gives the pseudo code for the basic steps. 

 

 Algorithm 1 Pseudo code for tree construction  

1. Start at the root node.  

2. For each X, find the set S that minimizes the sum of the node impurities in the two child nodes 

and choose the split {X∗ ∈ S∗} that gives the minimum overall X and S.  
3. If a stopping criterion is reached, exit. Otherwise, apply step 2 to each child node in turn.  

 

SVM Model 

Our next model is a support vector machine, tuned with the best values for cost and gamma. To 

determine the best fit for an SVM model, the model was initially run with default parameters. A 

plot of the SVM error rate is then printed, with the darkest shades of blue indicating the best (ie. 

lowest) error rates. This is the best place to choose a cost and gamma value. You can fine-tune 

the SVM by narrowing in on the darkest blue range and performing further tuning. This 

essentially focuses in on the section, yielding a finer value for cost and gamma, and thus, a lower 

error rate and higher accuracy. The following performance images show how this progresses. 

Fig:2 Performance of SVM 
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First pass of tuning the SVM.     Further fine-tuning and our best 

values are Our best values are around   around cost 4 and gamma 0.2 

cost 1 and gamma 0.2  

 

         

Zooming in further, our best values    One more final pass, our best values         

are around cost 8 and 0.21 gamma    are around cost 10 and 0.22 gamma 

                     

Gender and Emotion Recognition Diagram 

All these recognizers are trained in the same manner as the basic emotion recognition system, 

only the input data or class definition (emotions vs. gender) changes. For the training of the 

gender-specific emotion systems, only those utterances of the training set that were classified to 

the respective gender by the gender detection system were used. In the following, the combined 

gender and emotion detection system will be compared to an emotion recognition system without 

gender information and to one with information about the correct gender. 
 

 

 

 

 

 

 

 

 

 



IInntteerrnnaattiioonnaall  JJoouurrnnaall  ooff  EElleeccttrroonniiccss  EEnnggiinneeeerriinngg  ((IISSSSNN::  00997733--77338833))  
            VVoolluummee  1100  ••  IIssssuuee  22    pppp..  116655--117744      JJuunnee  22001188--DDeecc  22001188            wwwwww..ccssjjoouurrnnaallss..ccoomm 

 
 

AA  UUGGCC  RReeccoommmmeennddeedd  JJoouurrnnaall                        Page | 170 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig:3 Gender and Emotion Prediction System using in data flow diagram 

 

A Voice emotion recognition system consists of three principal parts, as shown in figure 3: signal 

processing, feature calculation and classification. Signal processing involves digitalization and 

potentially acoustic preprocessing like filtering, as well as segmenting the input signal into 

meaningful units. Feature calculation is concerned with identifying relevant features of the 

acoustic signal with respect to emotions. Classification, lastly, maps feature vectors onto emotion 

classes through learning by examples. Voice is converted into .wav file. Voice should be small in 

size 

This paper involves following two functionalities 
1. Gender Recognition 

2. Emotion Recognition 

 

1. GENDER RECOGNITION 
This feature will take input a voice sample from user and analyze it to predict the gender of the 

user. This feature will train from a dataset of over 3000 voice samples which is made by 
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extracting acoustic properties of sample through seewave package in R and storing in a CSV file. 

Following are the various steps of implementation of this functionality. 

1.1 Recording Voice Samples 

In this phase, over 3000 voice samples are collected from users either by recording them or by 

downloading them from internet and storing them separately for male and female voices in 

folders- Male and Female. 

1.2 Extracting Acoustic Properties 

In this phase various acoustic properties are extracted from all the voice samples in one go and 

storing the values in a CSV file. 

Acoustic properties measured- 

 Duration: length of signal 

 Meanfreq: mean frequency (in kHz) 

 SD: standard deviation of frequency 

 Median: median frequency (in kHz) 

 Centroid: frequency centroid (see specprop) 

 Peakf: peak frequency (frequency with highest energy) 

 Meanfun: average of fundamental frequency measured across acoustic signal 

 Minfun: minimum fundamental frequency measured across acoustic signal 

 Maxfun: maximum fundamental frequency measured across acoustic signal 

 Meandom: average of dominant frequency measured across acoustic signal 

 Mindom: minimum of dominant frequency measured across acoustic signal 

 Maxdom: maximum of dominant frequency measured across acoustic signal 

 Dfrange: range of dominant frequency measured across acoustic signal 

 Q25: first quantile (in kHz) 

 Q75: third quantile (in kHz) 

 IQR: interquantile range (in kHz) 

 skew: skewness (see note in specprop description) 

  

1.4 Creating CSV files 

 
    Figure 4 Gender CSV.  
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1.3 Training with Models 

In this phase we train the program on this data set using various models and predict 

gender on a test set. Various models used are— 

• Random Forest 

• CART Model 

• SVM Model 

1.5 Shiny APP 

In this phase we create web application using Shiny to take input voice sample from user and 

showing the predicted value of gender using the above models 

 

2. EMOTION RECOGNITION 

This feature will take input a voice sample from user and analyse it to predict the emotion of the 

user. This feature will train from a dataset of over 1000 voice samples which is made by 

extracting acoustic properties of sample through seewave package in R and storing in a CSV file. 

Following are the various steps of implementation of this functionality. 

2.1 Recording Voice Samples- 

In this phase, over 1000 voice samples are collected from users either by recording them or by 

downloading them from internet and storing them separately for emotions - 

1 Neutral. 2 engry.3 Sad.4 fear. 

2.2 Extracting Acoustic Properties 

In this phase various acoustic properties are extracted 

from all the voice samples in one go and storing the values in a CSV file. 

Acoustic Properties Measured— 

•IQR: interquantile range (in kHz) 

•skew: skewness (see note in specprop description) 

•kurt: kurtosis (see note in specprop description) 

•sp.ent: spectral entropy 

•sfm: spectral flatness 

•mode: mode frequency 

•centroid: frequency centroid (see specprop) 

•peakf: peak frequency (frequency with highest energy) 

•meanfun: average of fundamental frequency measured across acoustic signal 

•minfun: minimum fundamental frequency measured across acoustic signal 

 

 
    FIG5. Emotion CSV 
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2.3 Creating CSV File 

All the acoustic properties extracted for all voice samples are stored in a CSV file. 

2.4 Training with Models 

In this phase we train the program on this data set using various models and predict 

gender on a test set. 

Various models used are— 

• Random Forest 

• CART Model 

• SVM Model 

2.5 Shiny APP 

In this phase we create web application using Shiny to take input voice sample from user and 

showing the predicted value of gender using the above models 

 

EXPERIMENTAL RESULTS 

 Shiny App Output 1      Shiny App Output 2 

 

  
 

 

The results show that with the employment of a features selection algorithm, a satisfying 
recognition rate level can still be obtained also reducing the employed features and, as a con- 
sequence, the number of operations required to identify the emotional contents. This 
makes feasible future development of the proposed solution over mobile devices. The 
obtained results underline that our system can be reliably used to identify a single emotion, 
or emotion category, versus all the other possible ones. 
 

CONCLUSION 

The proposed system, able to recognize the emotional state of a person starting from audio 

signals registrations, is com- posed of two functional blocks: Gender Recognition (GR) and 

Emotion Recognition (ER). The former has been implemented by a Acoustic properties 

Estimation method, the latter by two Support Vector Machine (SVM) classifiers (fed by properly 

selected audio features), which exploit the GR subsystem output. 

The performance analysis shows the accuracy obtained with the adopted emotion recognition 

system in terms of recognition rate and the percentage of correctly recognized emotional 

contents. The system provides facility to determine a person‘s gender and emotion from their 

voice sample provided in ‗.wav‘ format. The system predicts the gender and emotion accurately 



IInntteerrnnaattiioonnaall  JJoouurrnnaall  ooff  EElleeccttrroonniiccss  EEnnggiinneeeerriinngg  ((IISSSSNN::  00997733--77338833))  
            VVoolluummee  1100  ••  IIssssuuee  22    pppp..  116655--117744      JJuunnee  22001188--DDeecc  22001188            wwwwww..ccssjjoouurrnnaallss..ccoomm 

 
 

AA  UUGGCC  RReeccoommmmeennddeedd  JJoouurrnnaall                        Page | 174 
 

for most cases. The system is provided with 3000+ voice samples divided as male, female 

for gender recognition model building. It has an accuracy of 97%. Over 1000 voice samples are 

provided for emotion recognition model building. It predicts between 4 emotions which are 

neutral, angry, sad, fear. This makes feasible future development of the proposed solution over 

mobile devices. The obtained results underline that our system can be reliably used to identify a 

single emotion, or emotion category, versus all the other possible ones. 
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