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Abstract  
This study proposes a method for changing the values of the parameters used in finding probability to select the next 
city .This method is effective and outperforms the conventional Ant colony system This paper uses formulas to set 
the values of variables �, � and � where � and � are the pheromone updating parameters and � is the distance factor. 
These parameters have the direct influence on the performance of the algorithm. This paper has designed to provide 
optimal solution of travelling salesman problem by using the theory of ant colony optimization and adjusting the 
values of the influence parameters. The proposed method is therefore, an attractive method to find the shortest path 
for travelling salesman problem. 
 
1.   Introduction 
As Ant colony optimization is a new meta-heuristic based on the behavior of real ants, this theory is applied on 
travelling salesman problem. This paper used this theory for solving travelling salesman problem and finding the 
optimal solution. Recently scientists have found models of social insect collective behavior and have been able to 
transform it into optimization and control algorithm. This is an algorithm to model the behavior of ants in 
establishing the shortest path from their nest to a food source and back by using an indirect form of communication. 
When ants move they release a chemical trail called pheromone on the route. Pheromone trail is used as distributed 
numeric information which is modified by the ants. Ants follow the trails to find its path. Ants will choose the path 
having the higher pheromone concentration with the higher probability. The first ant colony optimization algorithm 
which is named as “ant system” was proposed by Dorigo,Colorni and Maniezzo[2] to solve the well known 
travelling salesman problem  
Travelling salesman problem is a classical problem in discrete or combinatorial optimization. In TSP a salesman 
wants to visit a number of cities to sell his product. The distance of every pair of cities is given .His Problem is, In 
what order the travel should so that he can visit every city exactly once and return back to the starting point by 
covering the shortest distance. That is he wants to construct a minimum weighted Hamiltonian circuit. The 
optimization goal is to find a shortest possible tour. TSP problem attracts computer scientists and mathematicians 
because it is easy to describe but difficult to solve. 
 
2.   Present Work  
 Ant colony optimization (ACO) is an evolutionary algorithm (EA) to model the behavior of almost blind ants in 
establishing the shortest path from their colony to their feeding sources and back .As ant moves , it lays varying 
amount of pheromones, which are detectable by other ants, along its path, thereby marking the path by a trail of such 
substances. We can solve Travelling salesman problem with the help of ACO. 
 
2.1 ACO ALGORITHM FOR THE TSP 
 
In TSP the optimization goal is to find a shortest possible tour. TSP can be solved using ACS [3]. The TSP can be 
taken as a graph of N cities and E edges. Let dij is the distance between city i and j and �ij the amount of 
pheromone in the edge that connects i and j. Each of m ants decides independently on the city to be visited next 
based on the intensification of pheromone trail �ij and a heuristic value �ij =1/dij  is generally used. Each ant 
maintains a list of cities that remain to be visited. An ant located at city i selects an edge between city i and city j 
according to the probability 

                                                                                               (1) 
Where the parameters and determines the relative influence of pheromone and distance. The above procedure is 
repeated until every ant has visited all of the cities. Then all ants move back to the initial cities. 
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PHEROMONE UPDATING 
Local Pheromone Updating: During the construction of a tour , ants use a local updating rule to change the 
pheromone level of the edge (i, j) that they have traversed as 

                                                                                                     (2) 

where � is the local pheromone decay parameter,  is the initial pheromone level. 
 
Global Pheromone Updating: The global pheromone updating occurs once all ants have completed their tours. Only 
the edges (i, j) belonging to the best tour have the pheromone level updated as 

                                                                                           (3) 
Where � is the global pheromone decay parameter. 

The value of  is determined by 

                                                                                     (4) 
 
 Where Lib is the length of best tour found in this epoch. 
 
 
2.2 ADJUSTING THE INFLUENCE PARAMETER 
According to the above steps the pheromone decay parameters � and � and distance parameter � have direct 
influence on solution, construction and performance of the algorithm. 
The global pheromone updating is intended to reinforce the shortest tour by depositing a good amount of pheromone 
on the corresponding edge .� is global pheromone decay parameter. If the value of � is too large, a great amount of 
pheromone will be added on the best tour edges in each epoch. On the other hand if the value of � is small, it will 
reduce the convergence rate and will improve the searching ability of the algorithm. 
 In contrast the local pheromone updating is done to make the edges less desirable for other ants. � is the local decay 
parameter .If  the value of � is small the convergence rate become faster but if the value of � is larger, the 
evaporation rate will be higher and  tour visited by ants will become weak. 
If we put �=0 in equation (1), only pheromone amplification will work which leads a rapid convergence of 
stagnation situation which is strongly suboptimal. Hence a connection exists between the heuristic information and 
pheromone trail.  
In traditional ant colony system algorithm the value of �, � and � are kept fixed throughout the optimization process. 
The following problems occurs by taking the fixed values of � , � and  �:- 
The best values of � and � depends on the instance. It may be possible that best setting values of � and � for one 
instance will not be as good for another instance.  
 The importance of Reinforcing the pheromone on a best tour yet is different to the decreasing the desirability of an 
edge during the optimization process. 
If we increase the value of � it will increase the selection probability of the corresponding edge. So if the value of � 
will be changed with the corresponding edge it will increase the speed of the algorithm. 
According to the above analysis if we proper values of �, � and � in different optimization state, it will help to find 
high quality tours and will accelerate the search speed. Hence we used dynamic values of influence parameters. 
 
 2.3 Adjusting the Values of �, � and � 
Instead of using fixed values of �, � and � , we propose a method to adjust the values of influence parameters 
according the optimization state. When an ant starts travelling, the value of � changes according to the following 
Held Karp Lower Bound [4] Probability Selection Mechanism formula 

                                                                                                                          (5) 

 Where B is a constant and set to be 5 that are suggested to be advantageous.   is the length of sub-tour visited by 

ant and  is the length of city unvisited by ant. This can be calculated by using Held-Karp lower bound method.  
is the length of the corresponding edge. 



IJITKMI Volume 6 • Number 2 • July-December 2013 pp. 165-169 
 

167 
 

We can adjust the value of � and � by using Self Adaptive Ant Colony System [5]. In the initial state, a good amount 
of pheromone is deposited on the shorter tours, which attracts more ants to follow. So the value of � should be large 
and � should be small. On the other hand, the pheromone evaporation can weakened the shorter tour, so the value of 
� should be large and the value of � should be small. So it should be fruitful to adjust the values of � and � 
according to the optimization state. 
 
Computation of the average tour similarity: 
Step1) compute the similarity S(Tk, Tbest) between tour of every ant and the best tour in the current iteration. 
K=1,2,3…….m where m is the number of ants. 

                                                                                                         (6) 

Because edges in a tour is equal to the number of cities so    
Step2) Compute the Average Tour Similarity (ATS) according to the equation given by 

                                                                                                         (7) 

The normalized value of ATS is denoted by  and the value of 

                                                        =ATS/n                                                                         (8) 

Where    ranges from zero to one. 

                                                                                                                     (9) 

                                                                                                                                (10) 

In the initial state the value of  is small, so to accelerate the convergence speed we need large value of � and 

small value of �. On the other hand if value of   is small, we need small value of � and relatively large value of 
�. 
According to the correlation between the parameter values, the value of a is negative while the value of b is positive. 
 
3.   Result and Discussion 
In the proposed paper, we calculate the tour length of Improved Ant Colony System on the three symmetric 
instances, including eil51, eil76 and eil101 from the TSPLIB. Table 3.1 shows the optimal tour length of each 
instance. 

Table 3.1 
Instance Number of cities Tour length 
    eil51       51 420 
    eil76      76 531 
    eil101      101 621 

 
3.1 Parameters and Settings 

The following parameters are set the same for both Adaptive ACS and IACS for all of the instances: m=10, 0Γ  

=
nnLn.

1
   where nnL

 is the tour length, computed by nearest neighbor method and n is the number of cities. Each 

instance is tested 100 times independently. 
 
3.2 Results 
The following snapshot show the optimum found for eil51, in which The following parameters are set as m=10, 

0τ =  nnLn.
1

   where nnL
 is the tour length computed by nearest neighbor method and n is the number of cities 

and kept same for all instances. First snapshot shows in figure1 is the TSP generated for eil51, which contains 51 
cities as nodes. The second snapshot shows in figure 2 is the optimum path found by the ants using optimal solution 
for travelling salesman problem using ant colony optimization method. 
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                  Figure 1: TSP generated for 51 cities        Figure2 optimal path found 
 
 

 
3.4 COMPARISON 
Figure 3 compares the cumulative frequency of obtaining the optimal solutions in 500 iterations of AACS with that 
of IACS. By figure3, one can observe that IACS searches the optimum solutions much faster than AACS on eil51 
TSP instance. 
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 Figure3. X axis (number of epoch), Y axis (Cumulative frequency(AACS vs. IACS)) 
 

 
4.   Conclusion  
In this paper, an improved method to adjust values of the pheromone decay parameters � and � and distance 
parameter � for ACS has been proposed. The values of � and � are adapted to the Average Tour Similarity (ATS), 
which depends on the optimization state. The improved ACS (IACS) algorithm has been implemented and tested on 
benchmark TSP instances. The experimental results show that the proposed IACS algorithm gives better 
performance than the one with fixed pheromone decay parameters settings in terms of both the solution quality and 
the searching speed. 
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