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Software repositories with defect logs are main resource for defect prediction. In recent years, researchers have used the vast amount of data that is contained by software repositories to predict the location of defect in the code that caused problem. In this paper machine learning approach is used for predicting the modules with defect for embedded data set. Public datasets from the promise repository have been explored for identifying software defects using machine learning methods. The repository contains software metric data and error data at the function/method level. The aim of the paper is to classify embedded data set using J48, OneR and Naïve Bayes machine learning algorithms to construct a model that predicts potentially defected modules within a given set of software modules with respect to their metric data and study the performance of these machine learning algorithms. The result is compared on the basis of confusion matrices. The study showed that J48 and OneR performed better than Naïve Bayes.
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1. INTRODUCTION

Software test engineers are always interested to identify the piece of software which are the most likely to fail. Various fault predictive models have been proposed for defect analysis so that fault may be detected at an early stage. Timely prediction of faults in software modules saves lot of testing budget. Repositories containing software metric data and error data at the function/method level can predict the number of faults in software module. In this paper comparative evaluation of machine learning algorithm on small embedded software implemented in C consists of 121 modules and 29 static code attributes and other consists of 101 modules 29 static code attributes is presented. In this paper section two briefly describes the software metrics used in this paper. In the section three brief description of machine learning algorithms. Section four contains the experimental evaluation of machine learning algorithms on the dataset. In the last section, on the basis of evaluation various conclusions are drawn and future scope for the present work is discussed.

2. SOFTWARE METRICS

Software metric is a simple quantitative measure driveable from any attribute of software life cycle. Software metrics make it possible for software engineers to measure and predict software process, necessary resources for projects and work product relevant for a software development effort. Software metric is a measure of some property of a piece of software or its specification. Several data mining methods have been proposed for defect analysis in the past [8], [9], [10], [11]. Many researchers use static attributes to guide software quality predictions ([1], [2], [3], [4], [5], [6]). There is no single set of metrics that could act as a universally best defect predictor. So all 29 static code attributes (McCabe, Halstead and LOC measures) are used for defect prediction. The paper presents an application of machine learning algorithms in software engineering for predicting modules with defects. In order to do this 5 different lines of code measure, 3 McCabe metrics, 12 Halstead measures, branch count and few other metrics are used [1] [2].

3. MACHINE LEARNING ALGORITHMS

Machine learning methods have been successfully applied for solving classification problems in many applications. The algorithms selected for classification on embedded dataset to compare the predictive effectiveness of J48 (Decision tree learner), OneR and Naïve Bayes (probabilistic learner). J48 is a JAVA implementation of Quinlan’s C4.5 (version 8) algorithm [12]. The J48 Decision tree classifier algorithm recursively splits a data set according to tests on attribute values in order to separate the possible predictions. The algorithm uses the greedy top-down construction technique to induce decision trees for classification. A decision-tree model is built by analyzing training data and the model is used to classify unseen data. J48 generates decision trees, the nodes of which evaluate the existence or significance of individual features. The decision trees are constructed in a top-down fashion by choosing the most appropriate attribute each time. An information theory measure is used to evaluate features, which provides an indication of the “classification power” of each feature. Once a feature is chosen, the training data are divided into subsets, corresponding to different values of the selected feature, and the process is repeated for each subset, until a large proportion of the instances in each subset belong to a single
Confusion matrices are very useful for evaluating classifiers. The columns represent the predictions, and the rows represent the actual class. Table 1 shows the output of all three learners on the basis of confusion matrices. The output of J48 is shown in two columns. It shows that 107 instances were correctly predicted as not defective. These cases are also known as “True Positives”. The table also shows that 2 instances were correctly predicted as defective. These cases are also known as “True Negatives”. Correct predictions always lie on the diagonal of the table. On the other hand, it shows that 7 instances were predicted as not defective when they were having defects. These cases are also known as “False Positives”. Lastly, it shows 5 instances that were incorrectly predicted as defective. These cases are also known as “False Negatives”. The result is compared on the basis of confusion matrices. The can be seen that J48 and OneR performed better than Naïve Bayes. The model is tested on same dataset and also by providing other test dataset of similar type of software. The performance of J48, OneR and Naïve Bayes for correctly classified instances are 90.086%, 89.2562% and 85.124% respectively for software having 121 modules.

<table>
<thead>
<tr>
<th>Software Modules</th>
<th>Defective</th>
<th>J48</th>
<th>OneR</th>
<th>Naïve Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>121</td>
<td>Yes</td>
<td>107</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>101</td>
<td>Yes</td>
<td>85</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>107</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>85</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

5. Conclusions and Future Work

The goal of this paper is to compare the performance of prediction model by using static attribute of embedded software. Three machine learning algorithms have been used for prediction purpose of two dataset. The study shows that J48 and OneR have outperformed in 10 fold cross validation with 90.086% and 89.2562 % as accuracy. In our evaluation it is found that J48 and OneR are better than Naïve Bayes learner. This paper establishes the fact that static measure can be useful indicator for defect prediction. The model could be further built in such a way so that it can predict defect for any software system. Further investigation can be done by different machine learning algorithm for improvement in the prediction accuracy.

The naive Bayes algorithms are based on theorem of Bayes posterior probability. Naive Bayes makes the assumption of class conditional independence i.e. there are no dependence relationship among the attributes. Learning a naive Bayes classifier is straightforward and involves estimating the probability of attribute values within each class from the training instances. Probabilities are estimated by counting the frequency of each discrete attribute values. For numeric attributes it is common practise to use the normal distribution [19]. C4.5 is an algorithm that summarises the training data in the form of a decision tree. Learning a decision tree and rule is different process than learning a Naive Bayes model.

4. Experimental Results

The data sets used here is publicly available. The classification was done on freely distributed tool available online WEKA machine learning toolkit [15]. In the experiment machine learning algorithms was used for performance analysis of two dataset having 121 modules and 29 metrics having 9 defective modules and other having 101 modules 29 static codes attributes and 15 defective modules. The selected features were assessed by running them through a 10-way cross validation over the J48, OneR and Naïve Bayes. The 10-fold cross-validation process splits the data into 10-equal disjoint parts and uses 9 of these parts for training the framework and 1 for testing. This is done 10 times, each time using a different part of data for testing. The training data are used initially to discretize the faults and then to train a classification algorithm. The learned model is then applied to the test data. The outputs of various machine learning algorithms are compared on the basis of confusion matrix.

Table 1

Results in Form of Confusion Matrix

<table>
<thead>
<tr>
<th></th>
<th>J48</th>
<th>OneR</th>
<th>Naïve Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Defect</td>
<td>107</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>Defect</td>
<td>5</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

Confusion matrices are very useful for comparing class. This algorithm is chosen to compare the accuracy rate with other algorithms.

The next scheme, OneR, produces very simple rules based on a single attribute. OneR is also useful in generating a baseline for classification performance. OneR algorithm builds prediction rules using one or more values from a single attribute [13]. The OneR algorithm creates one rule for each attribute in the training data, and then selects the rule with the smallest error rate as its one rule. To create a rule for an attribute, the most frequent class for each attribute value must be determined. The most frequent class is simply the class that appears most often for that attribute value. A rule is simply a set of attribute values bound to their majority class. The error rate of a rule is the number of training data instances in which the class of an attribute value does not agree with the binding for that attribute value in the rule. OneR selects the rule with the lowest error rate. In the event that two or more rules have the same error rate, the rule is chosen at random. This algorithm is taken for comparing the strength of prediction with other algorithms, due to its simplicity and single attribute requirement.

The naive Bayes algorithms are based on theorem of Bayes posterior probability. Naive Bayes makes the assumption of class conditional independence i.e. there are no dependence relationship among the attributes. Learning a naive Bayes classifier is straightforward and involves estimating the probability of attribute values within each class from the training instances. Probabilities are estimated by counting the frequency of each discrete attribute values. For numeric attributes it is common practise to use the normal distribution [19]. C4.5 is an algorithm that summarises the training data in the form of a decision tree. Learning a decision tree and rule is different process than learning a Naive Bayes model.
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