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ABSTRACT

To be able to connect to the Internet is as a necessity as air and water to survive while
keeping pace with exploding information technology era of today. In view of the increasing
demand for wireless information and data services, providing faster and more reliable mobile
access is becoming an important concern. A mobile ad hoc network (MANET) is a network
formed and functioning without any established infrastructure or centralized administration
and consists of Mobile devices (MDs) that use a wireless interface to communicate with
each other. These devices serve as both hosts and routers so they can forward packets on
behalf of each other. Hence, the MDs are able to communicate beyond their transmission
range by supporting multihop communication. In this paper, a roadmap for the MANET is
provided covering broadly the origin, types, history, applications and challenges.

Keywords: Mobile ad hoc network (MANET), Mobile device (MD), Global System for
Mobile Communication (GSM), Personal Digital Assistants (PDAs), Wireless Local Area
Netrwork (WLAN).

1. MANET’s OriGIN: “THE NECESSITY IS THE MOTHER OF UNVENTION”

The immense utility of the internet access is limited if one has to find a stationary
computer with a modem or a network card to connect to the Internet. Therefore, it is
desirable to have access to the Internet from portable devices such as mobile phones,
laptops or personal digital assistants (PDAs) which are flooding the computer industry
[1]. The widely deployed and successful mobile communication standard global system
for mobile communication (GSM) has spoiled user by the expectation to reach, and be
reached, by everyone at (almost) every place. Laptops with WiFi cards are available;
hotspots can be found at airports, hotels and shopping malls; businesses are converting
existing local area networks to a wireless network. These kinds of spontaneous,
temporary networks are referred to as mobile ad hoc networks (MANETS) (sometimes
just called ad hoc networks) or multihop wireless networks, and promise to play an
important role in our daily lives in the near future [2].

2. NETWORKS -> WIRED -> WIRELESS -> Ap Hoc-> MANET

The MANET is a collection of wireless mobile hosts dynamically establishing a short
lived network without the support of a network infrastructure. In this type of environment,
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a large number of ad-hoc connections are expected to exist in the same region without
any mutual coordination. MANETS are truly coined as the future of wireless networks.
Basically, MANETS differ from wired networks due to often and unpredictable topology
changes resulting from nodes mobility, absence of dedicated routers, dual incarnation
of every node as a router and a host and changing channel capacity due to environmental
effects [3]. MANETS differ from mobile cellular networks in that due to the absence of
central administration. MANETSs use multihop approach to deliver data as shown in
Fig. 1. Dotted circle represent the transmission range of the MD placed at the centre of
each such circle displayed and the colored circle represent the local ad hoc network
formed for transmitting data from MD 1 to MD 5. There are currently two types of
mobile wireless networks. The first is known as infrastructured networks, such as
networks with fixed and wired gateways. The bridges for these networks are known as
base stations. Such wireless mobile networks [2, 3] have traditionally been based on
the cellular concept and relied on good infrastructure support, in which MDs
communicate with access points like base stations connected to the fixed network
infrastructure. Typical examples of this kind of wireless networks are GSM, WLAN,
etc. The second type of wireless network is the MANET that is infrastructureless. It is
a collection of wireless nodes that can dynamically form a network to exchange
information without using any pre-existing fixed network infrastructure. This is a very
important part of communication technology that supports truly pervasive computing,
because in many contexts information exchange between mobile units cannot rely on
any fixed network infrastructure [4]. These networks facilitate ad-hoc connectivity based
on peer-to-peer communication (communication between two nodes which are within
one hop), Remote-to-Remote (communication between two nodes beyond a single hop
but which maintain a stable route between them), and dynamic traffic (when nodes are

Figure 1: Multihop Data Transfer in MANET
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dynamic and moving around, routes must be reconstructed that lead to poor connectivity
and network activity in short bursts).

3. HiSTORY

Wireless devices are getting smaller, cheaper, and more sophisticated. In the array of
these ubiquitous devices, organizations are looking for inexpensive ways to keep these
MDs connected. The IEEE 802.11 subcommittee had adopted the term “ad-hoc
networks” and the research community had started to look into the possibility of
deploying ad-hoc networks in other areas of application [7]. MANET comprises a set
of wireless devices that can move around freely and cooperate in relaying packets on
behalf of one another [6]. Such a network does not require a fixed infrastructure or
centralized administration. Because mobile units have limited transmission range, distant
nodes communicate through multihop paths. In the 1960s, Advanced Research Projects
Agency (ARPA) became interested in developing a way for computers to communicate
with each other and began to fund programs at universities and corporations. A network
would both advance American technological development and provide a secure command
and control over information during wartime. To this end, in the mid-1960s, ARPA
began to support research into building an effective network. It was 1964, the height of
the Cold War, when American government find the most pervasive problem to sustain
communication among military [5]. A centralized system might easily be destroyed in
wartime, and so traditional technologies wouldn’t work. This fear impressed a need on
the government to do something different — to develop a whole new scheme for post-
nuclear communication. 1969 marked the beginning of Advanced Research Projects
Agency Network (ARPANet) which connected University of LA, SRI, University of
California at Santa Barbara, and the University of Utah [8]. The first generation goes
back to 1972 [8]. Instead of performing its own research, ARPA (a branch of the
Department of Defense), which became The Defense Advanced Research Projects
Agency (DARPA) in 1972, regularly funded research projects related to technological
development or military problems.

Table 1
MANET History
Time Coined as Application
1972 The first generation PRNET Trial base usage to provide different networking
(Packet Radio Networks) capabilities in a combat environment.
1980 The second generation SURAN Implemented as a part of the SURAN to provide

(Survivable Adaptive Radio Networks) packet-switched network to the mobile battlefield.

1990 The third generation Commercial Notebook computers and viable communications
Ad Hoc Networks equipments.
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At the time, they were called PRNET (Packet Radio Networks). In conjunction
with ALOHA (Areal Locations of Hazardous Atmospheres) and CSMA (Carrier Sense
Medium Access), approaches for medium access control and a kind of distance-vector
routing PRNET were used on a trial basis to provide different networking capabilities
in a combat environment [7]. The second generation of ad-hoc networks emerged in
1980s, when the ad-hoc network systems were further enhanced and implemented as a
part of the Survivable Adaptive Radio Networks (SURAN) program. This provided a
packet-switched network to the mobile battlefield in an environment without
infrastructure. This program proved to be beneficial in improving the radios’ performance
by making them smaller, cheaper, and resilient to electronic attacks. After the unveiling,
technologies to help develop the network began to sprout. Hence, in the 1990s, the
concept of commercial ad-hoc networks arrived with notebook computers and other
viable communications equipment. At the same time, the idea of a collection of MDs
was proposed at several research conferences [9].

4. APPLICATIONS

The fame MANET enjoy is due to the increasing interactions between mobile
communication and mobile computing, which is changing soul of such ad hoc networks
from “anytime anywhere” into “all the time, everywhere” information access and
processing. MANET or on-the-fly networks are characterized by the lack of
infrastructure which is nothing short of a boon as far as ease of deployment is concerned
which results in a spectrum of areas where it is justified to apply MANET [10]. Examples
include battleground communications, disaster recovery efforts, communication among
a group of islands or ships, conferencing without the support of a wired infrastructure,
and interactive information sharing. Unlike typical Internet applications, most
applications of MANETSs involve one-to-many and many-to-many communication
patterns [3]. Examples of emergency networks include the disaster relief efforts after
terrorist bombing attacks or in the aftermath of a natural disaster where cellular/PCS
service may not be available. Today, commercially MANET is used to track
seismological phenomena, transmit pressing news bulletins, and send email to mom.
This partly signal a shift in priorities from military application to commercial world,
more appropriately though, it is an example of a technology with more uses than anybody
ever imagined.

5. MANET: CHALLENGES CLOSE-Up

Ad hoc networking allows portable devices to establish communication independent of
a central infrastructure [11]. However, the fact that there is no central infrastructure
and that the devices can move randomly gives rise to plethora of problems. All the
challenges are cob webbed (Fig. 2) as for achieving reliable routing, the reliability and
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Figure 2: MANET Challenges

routing are in itself two challenges that the MANET faces. Hence, achieving a clean
chit, challenge free performance from a MANET is next to impossible for the hostility
contained in such open networks. Only a tradeoff between various sets of challenges
can be handled and that too, to a satisfactory level depending on the application [12].

5.1. Scalability

Scalability in MANET can be broadly defined as whether the network is able to provide
an acceptable level of service to packets even in the presence of a large number of
nodes in the network. In proactive networks, scalability is often accomplished by
introducing routing and or location hierarchy in the network [14], or by limiting the
scope of control updates to locations close to the changes [15, 16].

In reactive ad hoc networks, techniques such as dynamically limiting the scope of
route requests and attempting local repairs to broken routes are often used [16].

5.2. Security

Another area which has garnered attention is SECURITY and is a major concern for
providing protected communication between MDs in an ever demanding environment.
Any proposed security policy must provide protection services, such as authentication,
confidentiality, integrity, anonymity, and availability, to mobile users. In order to achieve
this goal, the security solution should traverse the entire protocol stack, under its double
fenced umbrella. Security is critical for many wireless sensor network applications
such as battlefield surveillance, medical monitoring, and emergency response. However,
many security mechanisms developed for the Internet or ad-hoc networks have to be
effectively tailored or enhanced to be applied directly to MANET due to limited resources
in computation, memory, communication bandwidth, and energy prevailing in such
networks. The insecurity of the wireless links, energy constraints, relatively poor physical
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protection of MDs in a hostile environment, and the vulnerability of statically configured
security schemes have been identified [17, 18] in literature as major challenges embedded
in security mechanism for MANETS. The severe resource constraints of MANETS give
rise to the need for resource bound security solutions. There are at least two interesting
aspects of this concept. First, individual security mechanisms must be efficient in
memory, computation, energy and bandwidth. For example, certain cryptographic
schemes are inappropriate because ciphertext message expansion results in costly
memory, bandwidth and energy use. Second, the resource consumption of all security
mechanisms installed together at a MDs in MANET must not exceed the amount of
resources allocated for security and they cannot degrade performance to an unacceptable
level during normal operation nor when an attack is underway [17, 18]. For the problem
of secure data forwarding, two mechanisms that (i) detect misbehaving MDs and report
such events and (ii) maintain a set of metrics reflecting the past behavior of other MDs
[19] have been proposed to alleviate the detrimental effects of packet dropping. Each
MD may choose the ‘best’ route, comprised of relatively well-behaved MDs.

5.3. Internetworking

MANET is formed by wireless nodes that collaborate to route packets inside a multi-hop
network. While MANETS are autonomous, it will oftentimes be desirable to interconnect
them to the fixed infrastructure. One of the implications of ad hoc connectivity [3] is that
networks have become more heterogeneous as users have been employing a diverse set
of devices ranging from laptops, PDAs, cellular phones, pagers, and smart badges to stay
connected everywhere, everytime. Furthermore, forthcoming applications such as smart
environments (homes, offices, buildings, highways, etc.), factory automation, surveillance,
environmental and biomedical monitoring will add a whole new set of different devices
that will need to communicate with one another. Therefore, network heterogeneity will
manifest itself in terms of increased diversity in communication medium technology (e.g.,
as wired, wireless, satellite, and optical links), as well as in the types of devices networks
will interconnect. In the near future, internetworks will interconnect not only traditional
desktop and laptop computers, but also unconventional devices whose power, processing,
and communication capabilities differ widely [10]. ‘The prospect of doing so impacts
nearly every aspect of network design including addressing, mobility management relative
to the fixed network, security, and transport-layer functionality. MDs casually use the
concept of communicating between devices across multiple networks, i.e.,
“Internetworking.” Internetworking between MANET and IP based fixed networks is
often required in many applications. The coexistence of different protocols in such a
hostile environment is a severe challenge as far as mobility management is concerned.
Internetworking facilitates Interoperability among global coalition networks built upon
multiple, heterogeneous networks [48]. The technical challenges faced are the hierarchical
management of global network of heterogeneous networks, adequacy of emerging Internet
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security protocols and standards for hostile networks, end-to-end routing and quality-of-
service across multiple autonomous systems, connectivity across dynamic nomadic
networks reaching to mobile end users. Internetworking main goal is to allow
interconnection of heterogeneous devices with varying power, processing, and
communication capabilities, ranging from simple sensors to more powerful computing
devices such as laptops and desktops. The major thrust areas are in system architecture,
security, network and traffic management, mobility, and IPv4/IPv6 internetworking. The
future scope is to develop further insights on integration of different [Pv6-based network
technologies to be worked together effectively in a practical context. Internetworking of
the scale and diversity of a global ad hoc network of heterogeneous networks is by its
very nature beyond the capabilities of achieving in full.

5.4. Quality of Service

The wireless channel bandwidth is limited making QoS provisioning in MANETSs
complex and challenging. The problem gets compounded if a best set of protocols or
algorithms for MANETS to satisfy different MANET application requirements is
expected. Besides, topology shifts in MANETS often render routing paths not viable.
Such frequent path failures have detrimental effects on the network ability to support
QoS-driven services especially multimedia applications [24]. The spectrum of
applications of MANET reflects the density of need for QOS [20]. MANETS are viewed
conditionally as sugarcoated option to cellular and WLANSs, if MANETS can support
QoS that is service based and have minimum latency times, to facilitate seamless roaming
of MDs. QoS guarantees are possible only if we can have more robust routes. In the
literature, a lot of proposals have been presented to support QoS in mobile ad hoc
networks such as QoS MAC protocols, QoS routing protocols and resource reservation
protocols. While these protocols are quite sufficient to meet QoS needs, with the given
assumptions, an integrated framework for routing and Qos has yet to be explored. QOS
can be achieved to acceptable levels by enhancing the existing routing protocols for the
MANETs [21, 22, 23]. Hence, QoS support for distributed, non-realtime and realtime
traffic in MANETS has emerged as a major research opportunity.

5.5. Routing

Existing wireless ad hoc routing protocols typically find routes with the minimum hop-
count. A promising technique for coping with frequent route failures is to enhance the
diversity of routes used in MANETS [25]. Traditional routing protocols [26] use a single
path between the source and the destination. When that path fails, they need to perform
a potentially costly operation to locate an alternate route for the given destination. In
the case of reactive protocols, each disruption of “on demand constructed” route may
lead to excessively long delays at the routing layer on the order of seconds, which in
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turn prohibit higher-level protocols to take full advantage of the network bandwidth even
after the route is restored. On the other hand, proactive protocols pay a higher penalty
in order to have alternative routes at hand as “the routes are to be constructed from
scratch”. Single-path routing algorithms lead to long network latencies and excessive
overhead when path failure is encountered. A promising approach is to use a set of
redundant paths than a single path, to minimize the lass due to link failures in the
network [27].

5.6. Reliability

Reliability is a network’s ability to perform a designated set of functions under certain
conditions for specified operational times. The degree to which a wireless network is
able to provide the required services needs to be quantitatively assessed by defining
proper measurable quantities. These measurable quantities are called the network
reliability measures. The typical network reliability problem is fo calculate the
probability that a certain set of nodes can communicate with each other for a given
period of time. Based on the number of communicating nodes, there are three main
formulations of the network reliability problem: two-terminal, K-terminal and all-
terminal reliabilities [28]. In order to confirm the stability of the whole route from
source node to destination node, every link between each adjacent node should be ensured
firstly. For reliable performance from the networks made of unreliable interconnections,
several routing models [29-32] have been proposed in MANET, and these models have
been used in some protocols—DV-MP (Distance Vector with Mobility Prediction),
QRMP (Quality Related Market Price), ODMRP (On-Demand Multicast Routing
Protocol) and FORP (the Flow Oriented Routing Protocol), etc.

5.7. Mobility Management

Topological changes in MANETS frequently render routing paths unusable and project
a downward spiral as far as performance of existing protocol stack is concerned. As the
recurrent path failures have detrimental effects on the network ability to support QoS-
driven services. The answer is self organization and the essence of auto configuration
is that the patterns arise from many interactions spread over space and time. Such patterns
studied in light of natural phenomenon are known as emergent properties because they
have no meaning for individual components and also mobility for survival is the source
of evolution [33]. Three frequently used mobility models are (1) random walk, which
is a simple mobility model based on random directions and speeds, (2) random waypoint
[37], which includes pause time between changes in destination and speed, and (3)
random direction mobility, which forces hosts to travel to the edge of the simulation
area before changing direction and speed [34]. Several routing protocols, associativity-
based routing (ABR) [35] and signal stability based adaptive routing (SSA) [36], have
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been proposed that select less stochastic links to construct a more stable route. In [30],
GPS information is used to estimate the expiration time of the link between two
neighboring nodes. Although work is available on the effect of mobility on routing path
[38] but no broadcast protocol uses the notion of stable link to evaluate the stability of
neighbor set in order to better decide the forwarding status of each node. More contended
answer come from protocols based on probabilistic approach for parameters evaluation
[39] but they tradeoff between simple design and delivery ratio. Still to establish a
direct connection between forwarding probability and node mobility need rigorous
research. In addition to the communication within an ad hoc network, internetworking
between MANET and fixed networks (mainly IP based) is often expected in many
cases. The coexistence of routing protocols in such an environment is a challenge for
the harmonious mobility management.

5.8. Energy Constraints

The use of a MD is constrained by its energy, making power conservation the most
critical issue for MDs and their applications. Hence, for MANETSs power conservation
is a vital issue while still delivering messages reliably as the life of the network is
determined by the power sources. The MANET environment is resource-constrained,
in such multihop environment, available bandwidth is very limited and some routers
may have severe energy constraints as well (e.g. relying on battery power).Hence, inter-
router communication is an expensive activity in MANETS in terms of bandwidth, and
possibly energy, consumption. MDs operating on a battery supply have strong power
constraints and network life depends on the management of this resource. Less power
in routing has benefits from conserving power for battery life to radiate with the least
amount of power in order to minimize the probability of detection/interception.
Therefore, a MANET routing protocol should be power efficient. However, none of the
proposed protocols consider the power consumption and battery life of each node in
the choice of the “best” route from a source to a destination. The shortest path does not
necessarily correspond to the most power efficient route, as shown in [40], where a
minimum power routing (MPR) algorithm was developed. The most popular of existing
work on energy efficient protocols [41-44] for MANET is the IEEE 802.11 Power
Saving Mode (PSM) [45]. But it is originally designed for the single hop environment,
making it inapplicable to MANET which has primarily a multi-hop connectivity. S-
MAC [46] applies message passing to reduce energy consumption when listening to an
idle channel. But S-MAC is specially designed for sensor networks; therefore it is not
directly applicable to MANET due to the maintenance overhead. SPAN [42] and GAF
[47] reduce energy consumption and delay latency conspicuously in densely networks
by keeping only selective elements called the coordinator to stay in active mode to
maintain the routing backbone connectivity and other nodes may stay in sleep mode
until receiving packets.



254 P. K. Surt & Kavita TANEIA

6. ConCLUSION AND FUTURE WORKS

Mobile computing faces multi-layer challenge. The physical layer must adapt to
stochastic link characteristics of such ad hoc networks. The multiple access control
(MAC) layer needs to minimize collisions, allow fair access, and semi-reliably transport
data over the shared wireless links in the presence of rapid changes and hidden or
exposed terminals. The network layer needs to determine and distribute information
used to calculate paths in a way that maintains efficiency when links change often and
bandwidth is at a premium. It also needs to integrate smoothly with traditional, non ad
hoc internetworks and perform functions such as auto-configuration in this changing
environment. The transport layer must be able to handle delay and packet loss statistics
that are very different than traditional networks. Finally, applications need to be designed
to handle frequent disconnection and auto-reconnection with peer applications as well
as widely varying delay and packet loss characteristics. Among several technical
challenges of MANETS, the sharing of information among various computing devices
can be regarded as one of the basic issues. Information access and sharing is difficult in
MANET due to their dynamic nature, scarce resources, and heterogeneous user devices.
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